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#### Abstract

We have studied the Frenkel-Kontorova (FK) model with Toda interactions. The phase diagram is found to be asymmetric due to the exponential form of the Toda interaction. The reflection symmetry observed in the standard FK model is broken here. The singularity spectrum and the generalized dimension are calculated and their dependence on the nonlinearity parameter is discussed. The critical exponents of the gap in the phonon spectrum, the correlation length, and the Peierls-Nabarro barrier are found to be the same as those in the standard FK model and are independent of the nonlinearity parameter.
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## 1. INTRODUCTION

Commensurate-incommensurate phase transitions have been observed in spin- and charge-density waves, ${ }^{(1,2)}$ magnetic spirals, ${ }^{(3)}$ intercalation compounds, ${ }^{(4)}$ and quasicrystals. ${ }^{(5)}$ The Frenkel-Kontorova (FK) model ${ }^{(6)}$ has been widely used to study such transitions. It is also used as a model for crystal dislocation ${ }^{(7)}$ and adsorbed epitaxial monolayers. ${ }^{(8)}$ This simple one-dimensional model has been proven to be most suitable for the description of various phenomena arising from competing periodicities. The Hamiltonian associated with the FK model may be written as

$$
\begin{equation*}
\mathscr{H}=\sum_{i}\left[\frac{1}{2}\left(x_{i+1}-x_{i}-\mu\right)^{2}+\frac{k}{(2 \pi)^{2}}\left(1-\cos 2 \pi x_{i}\right)\right] \tag{1}
\end{equation*}
$$

[^0]where $x_{i}$ denotes the position of the $i$ th atom and $\mu$ the length of the unperturbed spring. The second term is the external potential with strength $k$ and period one.

In the standard FK model (1), the interatomic forces are harmonic. While interactions in some systems can be well approximated by harmonic forces, there are many systems in which the interactions are far from being harmonic. In this paper we will study a generalized FK model with anharmonic Toda interactions. ${ }^{(9,10)}$ The Toda interaction $W_{0}\left(x_{i+1}-x_{i}\right)$ between two neighboring atoms is given by

$$
\begin{equation*}
W_{0}\left(x_{i+1}-x_{i}\right)=\frac{1}{\beta^{2}}\left[e^{-\beta\left(x_{i+1}-x_{i}-\mu\right)}-1\right]+\frac{1}{\beta}\left(x_{i+1}-x_{i}-\mu\right) \tag{2}
\end{equation*}
$$

where $\beta$ is a nonlinearity parameter measuring the degree of anharmonicity. When $\beta$ tends to zero, the Toda interaction reverts to the harmonic form (standard FK model); as $\beta$ increases, the interaction becomes more and more nonlinear, and in the limit $\beta \rightarrow \infty$, the Toda interaction becomes that of a hard rod:

$$
\begin{array}{ll}
\beta \rightarrow 0, & W_{0}(r) \rightarrow \frac{1}{2}(r-\mu)^{2} \\
\beta \rightarrow \infty, & W_{0}(r) \rightarrow \infty \quad \text { if } \quad r<\mu  \tag{3}\\
& W_{0}(r) \rightarrow 0 \quad \text { if } \quad r \geqslant \mu
\end{array}
$$

where $r=x_{i+1}-x_{i}$.
If we consider an external cosine potential as in the standard FK model (1), the Hamiltonian for the generalized FK model with Toda interactions (2) can be written as

$$
\begin{align*}
\mathscr{H}_{0}= & \sum_{i}\left\{\frac{1}{\beta^{2}}\left[e^{-\beta\left(x_{i+1}-x_{i}-\mu\right)}-1\right]\right. \\
& \left.+\frac{1}{\beta}\left(x_{i+1}-x_{i}-\mu\right)+\frac{k_{0}}{(2 \pi)^{2}}\left(1-\cos 2 \pi x_{i}\right)\right\} \tag{4}
\end{align*}
$$

Milchev and Mazzucchelli ${ }^{(10)}$ studied the effects of the misfit $\mu$ on the soliton description of this model. They found that the soliton picture of the dislocations breaks down beyond some critical value of the misfit. The length and the density of anharmonic solitons depend in an essential way on both the sign and the magnitude of the misfit. They also discussed the dependence of the frequency spectrum on the misfit, the nonlinear parameter $\beta$, and the external potential strength $k$.

In this paper we will concentrate on the phase diagram, the multifractal properties, and the critical behaviors of some physical quantities.


Fig. 1. Toda interaction (a) $W_{0}(r)$ and (b) $W(r)$ as a function of $r=x_{i+1}-x_{i}$ with $\mu=0.5$ and various $\beta$.

We first rewrite the Hamiltonian (4) to rearrange the parameter $\mu$. In Eq. (4), $\mu$ appears with the term $\left(x_{i+1}-x_{i}\right)$ in the exponent. This will make the boundaries of the phase diagram an implicit function and the map dependent on $\mu$. Fortunately, we can rescale the Hamiltonian to avoid these difficulties. The new Hamiltonian $\mathscr{H}$, rescaled from $\mathscr{H}_{0}$ by a factor $e^{-\beta \mu}$, is given by

$$
\begin{align*}
\mathscr{H}= & e^{-\beta \mu} \mathscr{H}_{0} \\
= & \sum_{i}\left\{\frac{1}{\beta^{2}}\left[e^{-\beta\left(x_{i+1}-x_{i}\right)}-e^{-\beta \mu}\right]\right. \\
& \left.+\frac{e^{-\beta \mu}}{\beta}\left(x_{i+1}-x_{i}-\mu\right)+\frac{k}{(2 \pi)^{2}}\left(1-\cos 2 \pi x_{i}\right)\right\} \tag{5}
\end{align*}
$$

where $k=e^{-\beta \mu} k_{0}$. In the rescaled form, the interaction $W(r)=e^{-\beta \mu} W_{0}(r)$ decreases monotonically as a function of $\beta$ :

$$
\begin{array}{ll}
\beta \rightarrow 0, & W(r) \rightarrow \frac{1}{2}(r-\mu)^{2} \\
\beta \rightarrow \infty, & W(r) \rightarrow 0 \tag{6}
\end{array}
$$

Figure 1 shows $W_{0}(r)$ and $W(r)$ for several values of $\beta$. In the following discussions we will use the rescaled Hamiltonian (5). The rest of this paper is organized as follows. The ground states and the phase diagrams will be discussed in Section 2. In Section 3 we study the devil's staircase, the singularity spectrum $f(\alpha)$, and the generalized dimension $D_{q}$. In Section 4 we compute the critical exponents of the gap in the phonon spectrum, the correlation length, and the Peierls-Nabarro barrier. Section 5 contains a brief conclusion and discussion.

## 2. GROUND STATE AND PHASE DIAGRAM

### 2.1. Ground State

Since the Toda interaction $W(r)$ is a convex function, we can use the gradient method ${ }^{(11-13)}$ to calculate the periodic ground states. Consider a commensurate structure with winding number $\omega=p / q$ (the average atomic distance) defined by

$$
\begin{equation*}
\omega=\lim _{i-i^{\prime} \rightarrow \infty} \frac{x_{i}-x_{i^{\prime}}}{i-i^{\prime}} \tag{7}
\end{equation*}
$$

The initial positions of the $q$ atoms are set up in an equal-spacing array

$$
\begin{equation*}
x_{i}(0)=i \frac{p}{q}+\alpha, \quad i=1,2, \ldots, q \tag{8}
\end{equation*}
$$

where the phase $\alpha$, a constant throughout the system, satisfies

$$
\begin{equation*}
m_{i} \leqslant 2(i \omega+\alpha) \leqslant m_{i}+1 \tag{9}
\end{equation*}
$$

Here $m_{i}$ is the integral part of $2 x_{i}$ :

$$
\begin{equation*}
m_{i}=\left[2 x_{i}\right] \tag{10}
\end{equation*}
$$

Let the system evolve in time according to the $q$ differential equations

$$
\begin{equation*}
\frac{d x_{i}}{d t}=f_{i}, \quad i=1,2, \ldots, q \tag{11}
\end{equation*}
$$

where $f_{i}$ is the force acting on the $i$ th atom

$$
\begin{align*}
f_{i} & =-\frac{\partial \mathscr{H}}{\partial x_{i}} \\
& =\frac{1}{\beta}\left[e^{-\beta\left(x_{i}-x_{i-1}\right)}-e^{-\beta\left(x_{i+1}-x_{i}\right)}\right]-\frac{k}{2 \pi} \sin 2 \pi x_{i}, \quad i=1,2, \ldots, q \tag{12}
\end{align*}
$$

This evolution relaxes the system toward the ground state under the influence of the restoring forces. It has been shown ${ }^{(11,13)}$ that the resulting configuration is always a ground state if the initial configuration is given by (8). A periodic condition ${ }^{(14)}$ must be satisfied in Eqs. (11) and (12) to ensure periodic orbits

$$
\begin{align*}
x_{0} & =x_{q}-p  \tag{13}\\
x_{q+1} & =x_{1}+p
\end{align*}
$$

The differential equations (11) can then be rewritten as

$$
\begin{align*}
& \frac{d x_{1}}{d t}=\frac{1}{\beta}\left[e^{-\beta\left(x_{1}-x_{q}+p\right)}-e^{-\beta\left(x_{2}-x_{1}\right)}\right]-\frac{k}{2 \pi} \sin 2 \pi x_{1} \\
& \frac{d x_{2}}{d t}=\frac{1}{\beta}\left[e^{-\beta\left(x_{2}-x_{1}\right)}-e^{-\beta\left(x_{3}-x_{2}\right)}\right]-\frac{k}{2 \pi} \sin 2 \pi x_{2} \\
& \vdots  \tag{14}\\
& \frac{d x_{q-1}}{d t}=\frac{1}{\beta}\left[e^{-\beta\left(x_{q}-1-x_{q}-2\right)}-e^{-\beta\left(x_{q}-x_{q}-1\right)}\right]-\frac{k}{2 \pi} \sin 2 \pi x_{q-1} \\
& \frac{d x_{q}}{d t}=\frac{1}{\beta}\left[e^{-\beta\left(x_{q}-x_{q}-1\right)}-e^{-\beta\left(x_{1}-x_{q}-1+p\right)}\right]-\frac{k}{2 \pi} \sin 2 \pi x_{q}
\end{align*}
$$

These equations can be solved by the standard Runge-Kutta method. When the ground state is reached, the force on each atom should vanish. In practice, the ground state can be considered found if all $d x_{i} / d t$ become less than a given prescribed value.

For very small values of $k$, the ground state is the only metastable configuration satisfying the stationary condition $\partial \mathscr{H} / \partial x_{i}=0 .{ }^{(11)}$ In our calculations, for a given $\omega$, we started with $k \rightarrow 0$, which guarantees a ground-state configuration. Then we use this configuration for the calculation of the next ground state with a small increment in $k$. At the same time we monitored the changes in the residue (see Section 4) to ensure that the configurations calculated stay in the minimum. If the configuration moves to a metastable state as a consequence of a small increase in $k$, then the residue will show a discontinuous jump from the previous value.

This method works well, but there is a practical problem. When looking for a high-period ground state, one has to integrate a large number (e.g., $q=4181$ ) of differential equations simultaneously. It takes a large amount of computer time. Yet in fact, only the final configuration where all forces vanish is what we want. All the evolution steps before a ground state is reached are unnecessarily wasted. Schellnhuber et al. ${ }^{(15)}$ suggested a Newton's method which searches directly for the solutions of $f_{i}=0$. The superconvergence of Newton's method greatly reduces the computing time. Since many force functions are nonmonotonic, an extremely good guess of the correct initial condition is required in order that the method can be successfully applied. The initial condition (8) is not a good choice since very often it will converge to a physically unstable configuration for large $k$ values. Schellnhuber et al. gave an optimal initial configuration for a cosine external potential such as the one we are studying:

$$
\begin{equation*}
x_{i}(0)=[i p / q] \tag{15}
\end{equation*}
$$

where [.] stands for the integral part. The basic idea of this method is to put the atoms initially in the valleys of the potential. The system will then be trapped with certainty in the ground state before reaching a nonminimizing periodic orbit.

We compared some ground-state configurations obtained by Newton's method with the ones obtained by the differential equation method. They gave the same results, but the former method is much faster. However, caution should be exercised when applying Newton's method for other systems, since there is no guarantee that it will always result in the ground state. More complex situations have been demonstrated by Schellnhuber et al. ${ }^{(15)}$ that a 3 -harmonic external potential variant of the standard FK model also supports metastable Cantorus configurations (T-type ground
states). In the Toda model, numerical calculations of ground states showed that only the conventional on-the-bottom configurations (B-configurations) are possible.

### 2.2. Phase Diagram

The phase diagram consists of commensurate and incommensurate ground states in the parameter space of $k$ and $\mu$. For any given rational winding number $\omega$, there is a corresponding commensurate area (Arnold's tongue) in which $\omega$ is constant. Between any two tongues there is a gap which contains incommensurate states as well as higher-order commensurate states.

The Farey tree construction ${ }^{(16,17)}$ can be used to study the phase diagram from low to high orders. There are $2^{n-1}+1$ rationals (hence tongues) in the $n$th Farey generation in the interval [ 0,1$]$. The most effective way to construct a phase diagram is to locate the boundaries of commensurate states. For a given commensurate state $\omega=p / q$, its left boundary is determined by equating the energy of that tongue to the energy of an incommensurate state $\bar{\omega}$ in the immediate left neighborhood of the tongue. Since they have the same $k$ and $\mu$ and $\bar{\omega}$ is infinitely close to $\omega$, their energy should also be infinitely close. In practical calculations, the incommensurate $\bar{\omega}$ is approximated by a left neighboring tongue $\bar{\omega}=\bar{p} / \bar{q}$ of a much higher order, i.e., $\bar{q} \gg q$. The higher the order, the better the approximation. We found that using $\bar{\omega}$ six orders higher than $\omega$ gives very good accuracy. The right boundary is determined in a similar way.

We divide the energy (5) into two parts: ${ }^{(14)}$ the lock-in energy $E_{\text {lock }}$ and the elastic energy $E_{\mathrm{e}}$ :

$$
\begin{align*}
\mathscr{H}= & \sum_{i}\left[\frac{1}{\beta^{2}} e^{-\beta\left(x_{i+1}-x_{i}\right)}+\frac{k}{(2 \pi)^{2}}\left(1-\cos 2 \pi x_{i}\right)\right] \\
& +\sum_{i}\left[\frac{e^{-\beta \mu}}{\beta}\left(x_{i+1}-x_{i}-\mu\right)-\frac{1}{\beta^{2}} e^{-\beta \mu}\right] \\
\equiv & \mathscr{H}_{\text {lock }}(\beta ; \omega, k)+\mathscr{H}_{\mathrm{cl}}(\beta ; \omega, \mu) \tag{16}
\end{align*}
$$

where

$$
\begin{equation*}
\mathscr{H}_{\text {lock }}(\beta ; \omega, k)=\sum_{i}\left[\frac{1}{\beta^{2}} e^{-\beta\left(x_{i}+1-x_{i}\right)}+\frac{k}{(2 \pi)^{2}}\left(1-\cos 2 \pi x_{i}\right)\right] \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{H}_{\mathrm{el}}(\beta ; \omega, \mu)=\frac{N}{\beta^{2}} e^{-\beta \mu}[\beta(\omega-\mu)-1] \tag{18}
\end{equation*}
$$

The $N$ in Eq. (18) is the total number of atoms in the system. The lock-in energy $\mathscr{H}_{\text {lock }}$ depends on the local atomic configurations $\left\{x_{i}\right\}$, and on $\omega$
and $k$, but not on the parameter $\mu$. The elastic energy $\mathscr{H}_{\mathrm{el}}$, on the other hand, does not depend on the local properties, but only on the global properties of the system, $\omega$ and $\mu$. A boundary $\mu_{B}$ of a commensurate $\omega=p / q$ at a given $k$ is determined by the equation

$$
\begin{equation*}
\mathscr{H}\left(\beta ; \omega, k, \mu_{B}\right)=\mathscr{H}\left(\beta ; \bar{\omega}, k, \mu_{B}\right) \tag{19}
\end{equation*}
$$

where $\bar{\omega}=\bar{p} / \bar{q}$ is the winding number of the neighboring tongue of a higher order. Using Eqs. (16)-(18), we can rewrite Eq. (19) to express $\mu_{B}$ explicitly:

$$
\begin{equation*}
\mu_{B}=\frac{1}{\beta} \ln \left[\frac{\bar{\omega}-\omega}{\beta\left[h_{\mathrm{lock}}(\beta ; \omega, k)-h_{\mathrm{lock}}(\beta ; \bar{\omega}, k)\right]}\right] \tag{20}
\end{equation*}
$$

where $h_{\text {lock }}(\beta ; \omega, k)$ is the average lock-in energy per atom

$$
\begin{align*}
h_{\text {lock }}(\beta ; \omega, k) & =\frac{1}{N} \mathscr{H}_{\text {lock }}(\beta ; \omega, k) \\
& =\frac{1}{q} \sum_{i=1}^{q}\left[\frac{1}{\beta^{2}} e^{-\beta\left(x_{i+1}-x_{i}\right)}+\frac{k}{(2 \pi)^{2}}\left(1-\cos 2 \pi x_{i}\right)\right] \tag{21}
\end{align*}
$$

We have used the expressions (20) and (21) to calculate the phase diagrams of the model (5) for different $\beta$ values (Fig. 2). Figure 2a is the phase diagram at $\beta=0.002$, which is used as a test of the $\beta \rightarrow 0$ limit. We


Fig. 2. Phase diagram of the FK model with Toda interactions at the fourth Farey generation. The nonsmoothness at small $k$ values is due to the small number of data points, not a phase transition. (a) $\beta=0.002$. The standard FK model. (b) $\beta=2.0$. The phase diagram becomes asymmetric. (c) $\beta=5.0$. The asymmetry becomes greater.


Fig. 2. (Continued)
can see that this phase diagram is almost the same as that of the standard FK model. It is symmetric about $\mu=1 / 2$. When $\beta$ is nonzero, the phase diagram becomes asymmetric (Figs. 2 b and 2 c ), reflecting the nonlinear nature of the Toda interaction. The tongues all swing to the left. The tongues with $\mu>1 / 2$ are bent more than the tongues with $\mu<1 / 2$, and their areas are also reduced. The rightmost tongue, $\omega=1 / 1$, becomes larger. So in our model, the small- $\mu$ part of the phase diagram remains a standard

FK type, while in the large- $\mu$ part of the diagram, the $\mu$ values are smaller compared to the standard FK model for the same stable commensurate states. As a result, the unity misfit occupies a large area in the phase diagram. For a system in which $\mu$ represents the pressure, ${ }^{(2,18)}$ if the interatomic interaction is of the Toda type, then the commensurate states will occur at a lower pressure than those whose interaction is of the Hooke type. As $\beta$ increases, the interaction weakens and this effect becomes greater (Figs. 1, 2b, and 2c).

## 3. DEVIL'S STAIRCASE, $f(a)$ AND $D_{q}$

It has been shown ${ }^{(18,19)}$ that on or above the critical value $k_{c}$, the frequency ratio $\omega$ as a function of the parameter $\mu$ forms a complete devil's staircase (DS) as shown in Fig. 3. This function contains only steps, each of them representing a stable commensurate state. Magnification of any part of the curve (not within a step) will reproduce the original curve. We study the devil's staircase at the critical golden mean value $k_{c}\left(\omega_{G}\right)$. The devil's staircase in Fig. 3 shows the influence of the Toda interaction: compared to the staircase of the standard FK model, the steps move to the left and get narrower as $\beta$ increases. The only exception is the $1 / 1$ step, which gets wider. The complementary set of a complete devil's staircase, namely the gaps between steps, is a fractal with zero measure. By defining a fractal measure on the fractal, we can study its multifractal properties. Consider a complete devil's staircase of the $n$th Farey generation. The corresponding complementary set of this staircase has $2^{n-1}$ pieces (gaps) in the interval $[0,1]$. Denote by $\varepsilon_{i}$ the width of the $i$ th piece, and by $m_{i}$ the fractal measure ${ }^{(14)}$ defined to be the difference of the winding numbers of two neighboring steps:

$$
\begin{equation*}
m_{i}=\omega_{i+1}-\omega_{i}, \quad i=1,2, \ldots, 2^{n-1} \tag{22}
\end{equation*}
$$

Thus $m_{i}$ satisfies the normalization condition

$$
\begin{equation*}
\sum_{i} m_{i}=1 \tag{23}
\end{equation*}
$$

The partition function ${ }^{(20)}$ of this multifractal in the $n$th Farey generation is then

$$
\begin{equation*}
\Gamma^{(n)}(q, \tau)=\sum_{i=1}^{2^{n-1}} \frac{m_{i}^{q}}{\varepsilon_{i}^{\tau}} \tag{24}
\end{equation*}
$$

The function $\tau(q)$ can be obtained by equating (24) to a finite constant $C$. We choose $C=1$. Then $\tau(q)$ is defined by

$$
\begin{equation*}
\sum_{i=1}^{2^{n-1}} \frac{m_{i}^{q}}{\varepsilon_{i}^{\tau(q)}}=1 \tag{25}
\end{equation*}
$$



Fig. 3. Complete devil's staircase of the FK model with Toda interactions. Staircases up to the fifth Farey generation are shown. (a) $\beta=0.002$. The standard FK model. (b) $\beta=2.0$.
$\alpha(q)$ is defined to be the derivative of $\tau(q)$,

$$
\begin{equation*}
\alpha(q)=\frac{d}{d q} \tau(q) \tag{26}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\alpha(q)=\left(\sum_{i} \frac{m_{i}^{q}}{\varepsilon_{i}^{\tau}} \ln m_{i}\right) /\left(\sum_{i} \frac{m_{i}^{q}}{\varepsilon_{i}^{\tau}} \ln \varepsilon_{i}\right) \tag{27}
\end{equation*}
$$

The singularity spectrum $f(\alpha)$ and the generalized dimension $D_{q}$ can then be calculated:

$$
\begin{align*}
f(\alpha) & =q \alpha(q)-\tau(q)  \tag{28}\\
D_{q} & =\frac{\tau(q)}{q-1} \tag{29}
\end{align*}
$$

We have calculated $f(\alpha)$ and $D_{q}$ of the devil's staircase for different $\beta$ values. The numerical results are shown in Figs. 4 and 5. The singularity spectrum $f(\alpha)$ shows its dependence on the parameter $\beta$. It becomes higher as $\beta$ increases. This is due to the fact that the devil's steps decrease as $\beta$


Fig. 4. Singularity spectrum $f(\alpha)$ of the complete devil's staircase with various $\beta$.


Fig. 5. Generalized dimension $D_{q}$ of the complete devil's staircase with various $\beta$.
increases, causing the fractal dimension of the fractal support to increase. The endpoints of the curve, $\alpha_{\text {min }}$ and $\alpha_{\text {max }}$ (corresponding to $q \rightarrow+\infty$ and $q \rightarrow-\infty$, respectively), also expand as $\beta$ increases: $\alpha_{\min }$ smaller and $\alpha_{\max }$ larger. The peak of the curve, $\alpha_{0}$, shifts to the right as $\beta$ increases, making the large- $\alpha$ side of the curve steeper. In the limit $\beta \rightarrow \infty, f(\alpha)$ will have a sawtooth shape, $\alpha_{0}=\alpha_{\max }$. The change of the generalized dimension $D_{q}$ with parameter $\beta$ is shown in Fig. 5. A larger $\beta$ gives a $D_{q}$ curve with a higher kink.

## 4. CRITICAL BEHAVIOR

### 4.1. Map and Critical Point

The equilibrium configuration of the Hamiltonian (5) can be expressed as a map. The equilibrium configuration of the atoms is achieved by the zero-force condition:

$$
\begin{equation*}
\frac{\partial \mathscr{H}}{\partial x_{i}}=0 \tag{30}
\end{equation*}
$$

Define the conjugate variable $y_{i}$,

$$
\begin{equation*}
y_{i}=e^{-\beta\left(x_{i}-x_{i-1}\right)} \tag{31}
\end{equation*}
$$

Then condition (30) can be written in terms of a map:

$$
\begin{align*}
& y_{i+1}=y_{i}-\frac{\beta k}{2 \pi} \sin 2 \pi x_{i}  \tag{32}\\
& x_{i+1}=x_{i}-\frac{1}{\beta} \ln y_{i+1}
\end{align*}
$$

When $k$ is small, there are KAM curves in the $(x, y)$ phase space. The last rotational KAM curve corresponding to the one with the golden mean winding number breaks up at $k=k_{c}$, and the analytic KAM curve becomes a Cantorus.

To study the critical behavior, we first have to locate the critical point $k_{c}$. We will use Greene's residue criterion ${ }^{(21,22)}$ to determine the critical point. Denote by $R_{i}^{e}(k)$ and $R_{i}^{h}(k)$ the residues of the elliptic and hyperbolic orbits with period $q_{i}$. The rational approximation of the golden mean winding number is given by the convergents $p_{i} / q_{i}$,

$$
\begin{equation*}
\omega_{G}=\lim _{i \rightarrow \infty} \frac{p_{i}}{q_{i}}=\lim _{i \rightarrow \infty} \frac{F_{i}}{F_{i+1}} \tag{33}
\end{equation*}
$$

where the numbers $F_{i}$ define a Fibionacci sequence $F_{i+1}=F_{i}+F_{i-1}$ with $F_{0}=1$ and $F_{1}=1$. The residue criterion states

$$
\begin{align*}
& \lim _{i \rightarrow \infty} R_{i}^{e}(k)= \begin{cases}0^{+} & k<k_{c} \\
a & k=k_{c} \\
\infty & k>k_{c}\end{cases}  \tag{34a}\\
& \lim _{i \rightarrow \infty} R_{i}^{h}(k)= \begin{cases}0^{-} & k<k_{c} \\
-b & k=k_{c} \\
-\infty & k>k_{c}\end{cases} \tag{34b}
\end{align*}
$$

where $a$ and $b$ are positive constants less than unity. The residue $R$ is defined via the Jacobian matrix $M$ of the linearized map (32):

$$
\begin{equation*}
\binom{\delta y_{i+1}}{\delta x_{i+1}}=M_{i}\binom{\delta y_{i}}{\delta x_{i}} \tag{35}
\end{equation*}
$$

where

$$
M_{i}=\left(\begin{array}{cc}
1 & -\beta k \cos 2 \pi x_{i}  \tag{36}\\
-\frac{1}{\beta y_{i+1}} & 1+\frac{k \cos 2 \pi x_{i}}{y_{i+1}}
\end{array}\right)
$$

For a $q$-orbit, $M$ is given by

$$
\begin{equation*}
M=\prod_{i=1}^{q} M_{i} \tag{37}
\end{equation*}
$$

The residue $R$ of that orbit is defined by ${ }^{(21)}$

$$
\begin{equation*}
R=\frac{1}{4}(2-\operatorname{Tr} M) \tag{38}
\end{equation*}
$$

To calculate $k_{c}$, we use the map combined with Newton's method to reduce the computing time. The symmetry lines greatly simplify the searching for periodic orbits in the ( $x, y$ ) space. The map (32) has four symmetry lines:

$$
\begin{align*}
& x=0 \\
& x=\frac{1}{2} \\
& x=-\frac{1}{2 \beta} \ln y  \tag{39}\\
& x=\frac{1}{2}-\frac{1}{2 \beta} \ln y
\end{align*}
$$

It has been observed ${ }^{(21,23)}$ that for a $q$-orbit there are at least two out of its $q$ points which lie on the symmetry lines. The search for a $q$-orbit is then limited to these four lines instead of the whole $(x, y)$ space.

We have calculated the $k_{c}$ values of the golden mean winding number $\omega_{G}$ for different $\beta$ values. Table I lists the numerical values of $k_{c}{ }^{3}$. Also ${ }^{3}$ Some of the $k_{c}$ were provided by J. Shi.

Table I. Critical Point $k_{c}$ with Winding Numbers $\omega_{G}$ and $\omega_{G}$ for Various $\beta$

| $\beta$ | $k_{c}\left(\omega_{G}\right)$ | $k_{c}\left(\omega_{\bar{G}}\right)$ |
| :---: | :---: | :---: |
| 0.0 | 0.971635 | 0.971635 |
| 0.002 | 0.970473 | 0.970842 |
| 0.1 | 0.915184 | 0.933420 |
| 1.0 | 0.534561 | - |
| 2.0 | 0.294788 | 0.437262 |
| 5.0 | 0.0502393 | - |
| 10.0 | 0.00284025 | - |

listed are $k_{c}\left(\omega_{\bar{G}}\right)$, where $\omega_{\bar{G}}=1-\omega_{G}$ for some selected $\beta$ values. At $\beta=0$, which is the standard FK model, $k_{c}\left(\omega_{G}\right)=k_{c}\left(\omega_{\bar{G}}\right)$. But $k_{c}\left(\omega_{G}\right)$ and $k_{c}\left(\omega_{\bar{G}}\right)$ become distinct as $\beta \neq 0$, and their difference increases as $\beta$ increases. This reflects the asymmetry of the map (32). For the standard FK model, its map, the standard map,

$$
\begin{aligned}
& y_{i+1}=y_{i}+\frac{k}{2 \pi} \sin 2 \pi x_{i} \\
& x_{i+1}=x_{i}+y_{i+1}
\end{aligned}
$$

is invariant under the interchange of $\omega$ and $1-\omega$, i.e., $y \rightarrow 1-y$. The map (32) of the Toda interaction does not have this symmetry, due to the exponential form of the Toda interaction (logarithm term in the map). As a result, the $k_{c}$ values for $\omega_{G}$ and $\omega_{\bar{G}}$ become unequal. However, we will see in the next section that the critical exponents at $k_{c}\left(\omega_{G}\right)$ and $k_{c}\left(\omega_{\bar{G}}\right)$ are nevertheless identical.

### 4.2. Critical Exponents

At the critical point $k=k_{c}$, there is a transition by breaking of analyticity. ${ }^{(11)}$ The full function describing the incommensurate structure undergoes a transition from an analytic function to a discontinuous function. Many physical quantities ${ }^{(11)}$ also undergo a transition at $k_{c}$. We will study their critical behavior in our model.

First consider the gap in the phonon spectrum $\Omega_{G}$. Consider a small vibration of the atoms around their equilibrium positions $\left\{x_{i}\right\}$,

$$
\begin{equation*}
x_{i}(t)=x_{i}+\varepsilon_{i}(t) \tag{40}
\end{equation*}
$$

The equation of motion for this vibration is described by

$$
\begin{equation*}
\frac{d^{2} x_{i}(t)}{d t^{2}}=-\frac{\partial \mathscr{H}\left(\left\{x_{i}(t)\right\}\right)}{\partial x_{i}(t)} \tag{41}
\end{equation*}
$$

Since the equilibrium positions $\left\{x_{i}\right\}$ are determined by the condition

$$
\begin{equation*}
\left.\frac{\partial \mathscr{H}\left(\left\{x_{i}(t)\right\}\right)}{\partial x_{i}(t)}\right|_{x_{i}(t)=x_{i}}=0 \tag{42}
\end{equation*}
$$

the linearized equation of motion for small vibrations is given by

$$
\begin{equation*}
\delta \ddot{x}_{i}(t)+\sum_{j} \frac{\partial^{2} \mathscr{H}\left(\left\{x_{i}(t)\right\}\right)}{\partial x_{i}(t) \partial x_{j}(t)} \delta_{j}(t)=0, \quad i=1,2, \ldots, q \tag{43}
\end{equation*}
$$

where $\ddot{x}=d^{2} x / d t^{2}$ and

$$
\frac{\partial^{2} \mathscr{H}}{\partial x_{i} \partial x_{j}}= \begin{cases}-e^{-\beta\left(x_{i+1}-x_{i}\right)}, & j=i+1  \tag{44}\\ e^{-\beta\left(x_{i+1}-x_{i}\right)}+e^{-\beta\left(x_{i}-x_{i-1}\right)}+k \cos 2 \pi x_{i}, & j=i \\ -e^{-\beta\left(x_{i}-x_{i-1}\right)}, & j=i-1\end{cases}
$$

A time Fourier transform of Eq. (43) gives

$$
\begin{align*}
& -e^{-\beta\left(x_{i}-x_{i-1}\right)} \varepsilon_{i-1}+\left[e^{-\beta\left(x_{i+1}-x_{i}\right)}+e^{-\beta\left(x_{i}-x_{i-1}\right)}+k \cos 2 \pi x_{i}-\Omega^{2}\right] \varepsilon_{i} \\
& -e^{-\beta\left(x_{i+1}-x_{i}\right)} \varepsilon_{i+1}=0, \quad i=1,2, \ldots, q \tag{45}
\end{align*}
$$

Define two functions $D\left(x_{i+1}, x_{i}, x_{i-1}\right)$ and $N\left(x_{i}, x_{i-1}\right)$ :

$$
\begin{align*}
D\left(x_{i+1}, x_{i}, x_{i-1}\right) & =e^{-\beta\left(x_{i+1}-x_{i}-\mu\right)}+e^{-\beta\left(x_{i}-x_{i-1}\right)}+k \cos 2 \pi x_{i}  \tag{46}\\
N\left(x_{i}, x_{i-1}\right) & =-e^{-\beta\left(x_{i}-x_{i-1}\right)} \tag{47}
\end{align*}
$$

Then the eigenvalue equation (45) can be written as

$$
\left(\begin{array}{ccccc}
D\left(x_{2}, x_{1}, x_{0}\right)-\Omega^{2} & N\left(x_{2}, x_{1}\right) & 0 & \cdots & N\left(x_{1}, x_{0}\right)  \tag{48}\\
N\left(x_{2}, x_{1}\right) & D\left(x_{3}, x_{2}, x_{1}\right)-\Omega^{2} & N\left(x_{3}, x_{2}\right) & \cdots & 0 \\
0 & N\left(x_{3}, x_{2}\right) & D\left(x_{4}, x_{3}, x_{2}\right)-\Omega^{2} & \cdots & 0 \\
N\left(x_{q+1}, x_{q}\right) & 0 & \vdots & & \\
& 0 & 0 & \cdots D\left(x_{q-1}, x_{q}, x_{q-1}\right)-\Omega^{2}
\end{array}\right)=0
$$

with the periodic boundary condition (13).
The phonon spectrum $\left\{\Omega_{i}\right\}$ is obtained by solving this $q \times q$ matrix equation. The gap in the phonon spectrum $\Omega_{G}$ is defined to be the lowest phonon frequency in the system, $\Omega_{G}=\min \left\{\Omega_{i}\right\}$. For $k<k_{c}$, the ground state of the chain is in a sliding mode and the atomic positions can be described by a hull function ${ }^{(18)} h$

$$
\begin{equation*}
x_{i}=h(i \omega+\alpha)=i \omega+\alpha+g(i \omega+\alpha) \tag{49}
\end{equation*}
$$

where $\alpha$ is an arbitrary phase. $g$ is a continuous periodic function with the same period as the external potential. Since the hull function is analytic for $k<k_{c}$, we can substitute Eq. (49) for $x_{i}$ in Eq. (42) and differentiate Eq. (42) with respect to the phase $\alpha$,

$$
\begin{align*}
& -e^{-\beta\left(x_{i}-x_{i-1}\right)} h_{i-1}^{\prime}+\left[e^{-\beta\left(x_{i+1}-x_{i}\right)}+e^{-\beta\left(x_{i}-x_{i-1}\right)}+k \cos 2 \pi x_{i}\right] h_{i}^{\prime} \\
& -e^{-\beta\left(x_{i+1}-x_{i}\right.} h_{i+1}^{\prime}=0, \quad i=1,2, \ldots, q \tag{50}
\end{align*}
$$

where $h_{i}^{\prime}=(\partial / \partial \alpha) h(i \omega+\alpha)$. The Fourier transform of (50) shows that $h_{i}^{\prime}(\omega)$ is a solution of Eq. (45) with $\Omega=0$. Therefore $\Omega_{G}=0$ for $k<k_{c}$. As $k>k_{c}$, a gap $\Omega_{G}$ in the phonon spectrum appears and the critical behavior of $\Omega_{G}$ can be characterized by the exponent ${ }^{(11)} \chi$

$$
\begin{equation*}
\Omega_{G}(k) \sim\left(k-k_{c}\right)^{x} \tag{51}
\end{equation*}
$$

We have calculated $\chi$ for various $\beta$ values, from $\beta=0.002$ up to $\beta=10$. Despite the fact that $k_{c}$ increases more than two orders in this $\beta$ range and the phase diagram changes greatly, $\chi$ remains unchanged. Our numerical estimate of $\chi$ is

$$
\begin{equation*}
\chi=1.02 \pm 0.01 \tag{52}
\end{equation*}
$$

The $\chi$ value for $\omega_{G}$ is found to be the same as that for $\omega_{G}$. We next study the critical behavior of the correlation length.

The correlation length $\xi$ measures the distance over which a perturbation $\delta x_{i}$ propagates along the chain. An infinitesimal displacement $\delta x_{i}$ at $x_{i}$ will cause a displacement $\delta x_{j}$ at $x_{j}$, where

$$
\begin{equation*}
\delta x_{j} \sim \exp (-|j-i| / \xi) \delta x_{i} \tag{53}
\end{equation*}
$$

The relation (53) defines the correlation length of the ground state. It can be shown ${ }^{(11)}$ that $\xi$ is the inverse of the Lyapunov exponent $\gamma$,

$$
\begin{equation*}
\xi=\frac{1}{\gamma} \tag{54}
\end{equation*}
$$

$\xi$ and $\gamma$ thus share the same critical exponent $\nu$. We will use $\gamma$ to calculate the exponent $v$. The Lyapunov exponent can be calculated from the eigenvalue of the Jacobian matrix $M$, (37):

$$
\begin{equation*}
\gamma=\lim _{q \rightarrow \infty} \frac{1}{q} \ln \left|\lambda_{l}\right| \tag{55}
\end{equation*}
$$

where $\left|\lambda_{l}\right|$ is the modulus of the larger eigenvalue of $M$, and $q$ is the period of the orbit. The eigenvalue $\lambda$ of the matrix $M$ can be expressed in terms of its trace $\operatorname{Tr} M$,

$$
\begin{equation*}
\lambda_{ \pm}=\frac{1}{2} \operatorname{Tr} M\left\{1 \pm\left[1-\left(\frac{2}{\operatorname{Tr} M}\right)^{2}\right]^{1 / 2}\right\} \tag{56}
\end{equation*}
$$

In the sliding mode $k<k_{c}, \xi \rightarrow \infty$ since the chain can slide freely under an infinitesimal displacing force. For $k>k_{c}$, the atoms are locked, $\xi$ is
therefore finite, and so is $\gamma$. The critical exponent $v$ describes the critical behavior of $\gamma$ :

$$
\begin{equation*}
\gamma(k) \sim\left(k-k_{c}\right)^{v} \tag{57}
\end{equation*}
$$

As in the case of $\chi$, the values of $v$ for various $\beta$ are all the same. We calculated $v$ for $\beta$ from 0.002 to 10 , and found no appreciable difference. Also, the value of $v$ at $k_{c}\left(\omega_{\bar{G}}\right)$ is the same as that at $k_{c}\left(\omega_{G}\right)$ :

$$
\begin{equation*}
y=0.99 \pm 0.01 \tag{58}
\end{equation*}
$$

The Peierls-Nabarro (PN) barrier of the ground state is defined to be the minimal energy barrier that must be overcome to continuously translate the chain of atoms on the external potential. For $k<k_{c}$, the PN barrier $E_{\mathrm{PN}}$ vanishes since no extra energy is needed to shift the chain in this sliding mode. For $k>k_{c}$, the ground state is described by a discontinuous hull function which in the $(x, y)$ phase space is represented by a Cantor set. A minimizing periodic orbit $\left\{\left(y_{i}, x_{i}\right)\right\}_{i=1}^{q}$ can be used to approximate this Cantor set. ${ }^{(24)}$ The PN barrier $E_{\mathrm{PN}}$ is the energy difference between the minimizing orbit and its companion minimax orbit,

$$
\begin{equation*}
E_{\mathrm{PN}}=E_{\max }(\omega)-E_{\min }(\omega) \tag{59}
\end{equation*}
$$

where $E_{\max }(\omega)\left[E_{\min }(\omega)\right]$ is the energy of the minimax (minimizing) orbit of winding number $\omega$. The critical behavior of $E_{\text {PN }}$ obeys the following power law:

$$
\begin{equation*}
E_{\mathrm{PN}} \sim\left(k-k_{c}\right)^{\psi} \tag{60}
\end{equation*}
$$

The critical exponent $\psi$ is found to be

$$
\begin{equation*}
\psi=3.00 \pm 0.02 \tag{61}
\end{equation*}
$$

for all $\beta$ values we have calculated, $\psi$ is also the same for $k_{c}\left(\omega_{G}\right)$ and $k_{c}\left(\omega_{\bar{G}}\right)$. The scaling law observed in ref. 11 also holds in the FK model with Toda interactions

$$
\begin{equation*}
\psi=2 \chi+v \tag{62}
\end{equation*}
$$

Since all the critical exponents we have calculated are the same for the standard FK model and the FK model with Toda interactions, these two models belong to the same universality class in the conventional sense.

Recently, MacKay ${ }^{(25)}$ used the renormalization theory to study the critical exponents and the scaling law. He predicted that the scaling law (62) should be corrected as

$$
\begin{equation*}
\psi+\eta^{\prime}=2 \chi+v \tag{63}
\end{equation*}
$$

where $\eta^{\prime}$ is the critical exponent for the effective mass $m^{*}$,

$$
\begin{equation*}
m^{*}(k) \sim\left(k-k_{c}\right)^{-\eta^{\prime}} \tag{64}
\end{equation*}
$$

with the estimated value ${ }^{(19)} \eta^{\prime} \approx 0.029$. The effective mass $m^{*}$ results from the dynamical problem

$$
\begin{equation*}
m_{0} \ddot{x}_{i}(t)=-\frac{\partial \mathscr{H}\left(x_{i}(t)\right)}{\partial x_{i}(t)} \tag{65}
\end{equation*}
$$

The kinetic energy per atom is $(1 / 2) m^{*} v^{2}$ for small $v$, where the effective mass $m^{*}$ is given by

$$
\begin{equation*}
m^{*}=m_{0} \int_{s} g^{\prime 2}(s) d s \tag{66}
\end{equation*}
$$

$g(s)$ in Eq. (66) is an adiabatic solution of Eq. (65),

$$
\begin{equation*}
x_{i}(t)=g\left(x_{0}+v t+i \omega\right) \tag{67}
\end{equation*}
$$

## 5. CONCLUSIONS AND DISCUSSIONS

We have studied a strongly nonlinear system: the FK model with Toda interactions. With an adjustable nonlinearity parameter $\beta$, this model covers various types of systems: from the standard FK model as $\beta \rightarrow 0$, with stronger anharmonic interaction as $\beta$ increases, to the hard-rod model as $\beta \rightarrow \infty$. A number of new features appear due to the exponential form of the Toda interaction. The phase diagram becomes asymmetric when $\beta \neq 0$, which reflects the breaking of reflection symmetry presented in the standard FK model. This asymmetry increases with $\beta$. The singularity spectrum $f(\alpha)$ and the generalized dimension $D_{q}$ also show their dependence on $\beta$. In particular, the fractal dimension of the support increases as $\beta$ increases. In the hard-rod limit, $f(\alpha)$ has a sawtooth shape. This shows that the multifractal feature of the Toda model is different from that of the standard FK model. The Toda interaction also destroys the symmetry of $\omega \rightarrow 1-\omega$ in the map of the standard FK model. As a result, the critical $k_{c}$ values at $\omega_{G}$ and $\omega_{\bar{G}}=1-\omega_{G}$ are distinct and they are functions of $\beta$.

To answer the question of whether the critical exponents of the transition by breaking of analyticity in an anharmonic FK model are different from those of the standard FK model, we have calculated the critical exponents of the gap in the phonon spectrum, the correlation length, and the Peierls-Nabarro barrier at $k_{c}\left(\omega_{G}\right)$ and $k_{c}\left(\omega_{\bar{G}}\right)$ with different $\beta$ values. Contrary to the multifractal properties, these critical exponents are the
same in the two systems. On the other hand, the critical exponents are found to be different for external potentials different from the standard cosine. ${ }^{(26,27)}$ These results seem to suggest that different interatomic interactions lead to the same critical exponents, while different external potentials lead to different critical exponents.

In our calculations of $f(\alpha)$ and the critical exponents, $k_{c}\left(\omega_{G}\right)$ was used as the critical point. While $k_{c}\left(\omega_{G}\right)$ is indeed the largest $k_{c}(\omega)$ in the standard FK model (corresponding to the standard map), it is not the case for Toda interactions. As we have seen, $k_{c}\left(\omega_{\bar{G}}\right)$ is greater than $k_{c}\left(\omega_{G}\right)$ for nonzero $\beta$, and the difference increases with $\beta$. Yet $k_{c}\left(\omega_{\bar{G}}\right)$ is still not necessarily the largest $k_{c}(\omega)$. In principle, one needs to calculate $k_{c}$ for every gap $\omega_{i}$ involved to get a critical line $k_{c}\left(\omega_{i}\right)$. Using a single $k_{c}\left(\omega_{G}\right)$ to approximate the critical line may affect the devil's staircase and therefore the $f(\alpha)$ spectrum. However, the critical exponents do not seem to be affected by this approximation.
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